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Review
Ceramic tensile strength—grain size relations:
grain sizes, slopes, and branch intersections

R. W. RICE
5411 Hopark Drive, Alexandria, VA 2310, USA

The use of the average or maximum grain size, G, in G—tensile strength, r, relations and the

resultant character of the r-G!1/2 plots have been considered. Experimental and literature

data (mainly at 22 °C) show that using the size of exaggerated grains in Al2O3, b-Al2O3, B4C,

SiC, Si3N4 and probably TiO2 (i.e. mainly non-cubic materials), is appropriate, provided such

grains are the source of failure and are larger than or equal to the flaw size, which is most

probable at intermediate G, otherwise an average G, Ga, is appropriate. Larger grains or

clusters of larger grains do not always act as fracture origins, because associated flaws,

mainly cracks (e.g. from machining) or pores are required. Ga was found to be appropriate

for materials (e.g. MgO, Y2O3, ZrO2 and MgAl2O4) not typically having exaggerated grains.

The slopes of the larger and finer G branches of the r—G~1/2 plots are shown to be less than

for polycrystalline KIC and more than 0, respectively, contrary to assertions of other workers

using maximum G, Gm. The latter slope indicates that the R-curve effects and related

mechanisms have much more limited effects on r than is commonly recognized. Better

measurement and characterization needs are identified, i.e. (1) basic consistency between

r and G values (violated in the past use of Gm), and (2) addressing the spatial distribution of

larger grains and other defects, e.g. via fractography. Use of an average (possibly weighted)

grain diameter for G instead of a linear intercept, is recommended.
1. Introduction
The grain size; G, dependence of flexure (tensile)
strength, r, is important as both a guide in developing
materials of higher or more reliable r, and under-
standing mechanisms of failure, usually via analysis of
r—G~1@2 behaviour. While standard procedures for
determining r and G at first appear to be adequate,
the situation can be more complex. A key factor in
this complexity is which G to use. While an average
G, G

!
has been almost universally used [1—7], a few

investigators have used a maximum G, G
.

[8—13],
prompted by (1) r generally decreasing with increas-
ing G and tensile failure being a weak link process, and
(2) observations of fracture origins being from larger
grains (mainly in Al

2
O

3
[3—7]). However, all studies

using G
.

have been limited; only two [8, 11] using
G

.
presented even limited fractographic corrobor-

ation of failure from large grains, and none made
significant comparison to other data.

The impact and complexity of which G to use can be
seen by considering the two basic r—G~1@2 regimes for
ceramics failing from flaws [1—13] (Fig. 1). For the
finer G branch(es), where the flaw size, C is more than
G, varying values of C lead to either scatter and
a resultant broad branch, or different branches in
either case with limited G-dependence of r. The larger
G branch, where (the initial) C)G, (1) has a substan-

tial positive slope (more than that of the finer

0022—2461 ( 1997 Chapman & Hall
G branch(es)), and (2) commonly extends to polycrys-
talline strengths well below those for the weakest
single crystal orientation(s) with comparable surface
finish. (In the limited cases where slip nucleates frac-
ture, e.g. CaO and MgO [4, 5, 7], there may be only
one r—G~1@2 branch, intersecting the r axis at ap-
proximately the yield stress, or this exists at larger G,
shifting at finer G to flaw failure branches like those
discussed above.) The G value used can determine the
branch on which a r value is plotted and has a signifi-
cant impact on larger and finer r—G~1@2 branch
slopes (generally increased by use of G

.
), which are

basic to interpreting mechanisms and projecting r im-
provements from reduced G. However, the flaw argu-
ment for use of G

.
is pertinent only so long as flaws

are associated with G
.

and G
.
*C (initial and final).

G can also affect r via K
IC

, but where it does, K
IC

is
affected more by G

!
than G

.
and generally decreases

with decreasing G [4, 14], hence possibly emphasizing
smaller, not larger, G values.

However, some investigators using G
.

have as-
sumed that the r—G~1@2 slope of the (1) larger G
branch is the polycrystalline K

IC
(and goes through

the axis origin [8—10, 12]), and (2) finer G
branch(es)"zero [8—10].

This paper presents both data and analysis on the
use of G , focusing particularly on those materials
.
where G

.
has been used. It is shown that use of G

.

1673



Figure 1 Schematic illustration of ceramics strength—grain-size be-
haviour. The uppermost, microplastic, curve extrapolates at infinite
G to the activation stress for the easiest activated microplasticity. At
finer G, i.e. higher r, branching to a reduced G dependence of r, can
occur due to flaws whose size, C, is 'G. Lower curves show the
two-branch behaviour of typical brittle, flaw-controlled failure. The
two finer G branches reflect different flaw populations, both with
C'G. Greater G dependence of r commences when C)G. As
G increases, a further transition must occur to the r of comparably
finished single-crystal specimens. Although single crystal rs (xl) are
orientation dependent, the weakest orientations generally have 'r
values than larger G polycrystals. (The use of one crystal r range for
both microplastic and brittle failure is for schematic simplicity and
is not meant to imply that these values are similar for the same or
different material systems.)

is an oversimplification, being appropriate in only
certain ranges of particular materials, and even then
not universally so. Slopes of larger G branches are
shown to generally be (K

IC
(polycrystalline). Finer

G branch slopes are shown to generally be '0, even
when using G

.
(as they typically are using G

!
[1—7]),

a trend not directly consistent with many K
IC

—G data
and large-scale cracking, e.g. R-curve and bridging,
phenomena [14, 15]. Related G distribution and
measurement issues are also addressed, i.e. where the
G distribution is of importance, so may be the spatial
distribution of larger grains as well as other associated
defects, especially pores.

2. Experimental and analytical
procedure

Either of two commercial Al
2
O

3
powders designated

A and B (Linde A and Linde B powders from the
Linde Company, Speedway, Indiana), were hot
pressed in graphite dies, typically at 1400—1600 °C for
30—90 min with 35 MPa pressure as described in de-
tail elsewhere [16]. Rectangular bars (&2.5 mm thick
and &5 mm wide) were diamond sawn and ground

(parallel with the bar axis, unless noted otherwise)
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from the &3.8 cm diameter, &6 mm thick discs,
most commonly cut with their widths parallel to the
disc pressing direction. Specimens were also machined
from commercial 96% and 99% Al

2
O

3
bodies (res-

pctively, Alsimag-614 and an experimental body from
American Lava incorporated), and various hot-
pressed B

4
C as previously discussed [17]. All bars

were tested with rounded edges at nominally 22 °C
and 40% RH (using three-point flexure, typically with
a span-to-thickness ratio of 6) and a head travel rate
of 1.25 mmmin~1.

Fractures were examined [18, 19] to determine frac-
ture origin location and character. Strengths were cor-
rected for failure being either off-centre or into the
depth of the sample, based upon expected linear stress
gradients. G was taken as the average of the grain
diameters exposed on the fracture surface at, or in the
vicinity of, the fracture origin. Where grains were
significantly non-equiaxed, the G value is the diameter
of the circle having the same area as that of the grain
exposed on the fracture surface. Whether a G value
was the flaw size or a major portion of it was based on
it yielding approximately the polycrystalline K

IC
value in

K
IC

"

rC1@2

½

(1)

using G/2"C the factor 1/2 occurs because G is
a diameter and C a radius, where C is the radius of
a semi- or full-circle having the same area as the
respective surface or interior flaw, and ½ is the geo-
metrical factor: 0.79, 0.74 and 0.62, respectively, for
surface (half-penny), corner (quarter-penny), and inter-
nal (full-penny) flaws. Similarly, C at the larger G—
finer G branch intersections was calculated from
Equation 1 using the r at the intersection.

3. Results and discussion
3.1. Al2O3

Fig. 2 shows machined, hot-pressed Al
2
O

3
r versus

G
!
, as well as G

.
, where there was one or more large

grains that could have been the fracture origin; typi-
cally exaggerated grains, i.e. not part of the main grain
distribution as shown by their size, and common
shape (e.g. tabular platelets). Results were also distin-
guished by whether the fracture initiated from the
tensile surface of the specimen or its edge (i.e. from the
corner of the fracture surface). The primary result of
this use of G

.
was to transfer 16 of 40 data points from

the finer to the larger G branch, increasing both the
slope of the large G branch and the r level to which it
extends. However, the resultant large G branch slope
is still less than the polycrystalline K

IC
(Table I).

Otherwise, use of G
.

(for exaggerated grains) does not
significantly change the range or scatter of the data, or
the trend for lower r failures from the edge of the
samples versus the tensile surface (which is consistent
with MgO data [20]). It provides no clear support for
zero slope(s) for finer G branch(es) (e.g. for edge and
tensile surface failures) in fact indicating positive
slope(s), and neither proves nor disproves a zero inter-

cept from extrapolating the large G branch to r"0.



Figure 2 r—G~1@2 data for machined, hot-pressed Al
2
O

3
at 22 °C. Note designation of failure initiated from (L, K) the tensile surface or

(d, j) the corner of the fracture (i.e. the specimen edge) and whether the origin occurred from a region of (s, d) essentially normal grain
structure or (h , j) with one or more exaggerated grains. All data are plotted versus G

!
, where failure involved exaggerated grains, the arrow

tip indicates that size, i.e. G
.
. Hot-pressed Al

2
O

3
data of Tressler et al. [8] are plotted versus their G

.
values for the various grifts used in

machining (perpendicular to the specimen tensile axis): (n]) 220 gnt, („) 400 gnt, (5) 600 gnt, (= 1/4 lm. The crosshatched region shows the
range of Al O data from a previous survey [3]. Slope of 3.5 and 2.3 MPam~1@2 are in terms of G, and must be reduced to 71% of these values
2 3
to reflect K

IC
(i.e. due to C being a radius where as G is a diameter).
TABLE I Slope and intersection analysis of r—G data

Material K
IC

Larger G Larger—finer G branch
(Fig.) MPam1@3 slope intersection

(MPam1@2)!
r(MPa) G(lm) C(lm)"

Al
2
O

3
(2) 3.5 2.3 (1.6) &350 35 62 (25)

Al
2
O

3
(3) 3.5 2.6 (1.8) &400 50 48 (19)

Survey Al
2
O

3
3.5 2.0 (1.4) 400 30 48 (19)

(2, 3)
Al

2
O

3
3.5 3.2 (2.3) 940 25

(Alford
et al.) (5)
Al

2
O

3
W (6) &3.5 2.3 (1.6) 350 70 62 (25)

b Al
2
O

3
(13) &3.2 1.9 (1.3) 180 120 197 (79)

TiO
2

(14) 1.6 1.6 (1.1) 270 35 21 (9)
(1.2 (0.8) (400) (10) 10 (4)

TiO
2

(Alford 1.6 1.6 (1.1) 770 45
et al.) (14)
B
4
C (7) 3.3 2.0 (1.4) 370 40 50 (20)

SiC (15) 3.5 3.3 (2.3) 360 70 59 (24)
850 7 9 (4)

SiC (16) &3.5 )3.5 (2.5) — — —
Si

3
N

4
(17) *4 )4 (2.9) — — —

!The second value shown horizontally in parentheses is the slope
multiplied by 0.71 to convert to a K

IC
value because G is a diameter

and C a radius (i.e. C&G/2). Values under the first set are for
alternative interpretations where they existed.
"Values shown are for a surface half-penny crack. Values in paren-
theses are for a slit crack to give a feeling for some elongation of the
flaw, within the constraints of the grain size and shape (and also
would commonly be somewhat greater than half-penny crack radii

based on single-crystal K

IC
values).
Tressler et al. [8] used Al
2
O

3
hot pressed with MgO

(G
!
&2 lm) or without MgO (G

!
s &3, 12, or 18 lm)

ground parallel with the bar axis, air annealed (4 h,
1000 °C), then re-machined perpendicular to the bar
axis with various grits (Fig. 2). Their data generally
agree well with the other data of Fig. 2 whether plot-
ted versus G

!
or, as they did, versus G

.
(G

.
&3.3 and

4.3 lm for the two finest G bodies, but &80—100 lm,
owing to scattered large platy grains found at fracture
origins in their two largest G bodies).

Subsequent data of the present study for machined
samples of (1) hot-pressed (without additives), (2) sin-
tered Al

2
O

3
failing from large isolated or clustered

large grains, and (3) two previous large G failures [21]
in hot-pressed Al

2
O

3
(#0.5% MgO) [21], plotted

versus G
!
and G

.
and (for clusters) the cluster size at

the fracture origin, agree with the above data and
results (Fig. 3, Table I). Fig. 4 illustrates the diversity
of such large grain origins ranging from thin platelet
grains (Fig. 4A and B), tabular grains (more com-
monly with transgranular fracture, Fig. 4c), approxim-
ate spherulitic grain clusters (Fig. 4c), frequently asso-
ciated porosity (Fig. 4d and e) and relatively equiaxed
grains (Fig. 4e—g). Using the size of grain cluster ori-
gins for C in Equation 1 gave approximately the
polycrystalline K

IC
thus showing that the largest G of

such clusters was substantially (C.
Kirchner and co-workers [23, 24] showed of 20

hot-pressed Al O (#1/4% MgO) and 20 sintered

2 3

specimens (of the same 96% commercial Al
2
O

3
body
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Figure 3 Further r—G~1@2 data for machined Al
2
O

3
at 22 °C. Present data for hot-pressed and sintered 96% and 99% Al

2
O

3
shown by

fractography to have failed from large isolated or clustered grains (e.g. Fig. 4a—e). Solid symbols, G
!
, open symbols, individual G or cluster size

at origin; half-filled symbols "G
.

in a grain cluster from which failure originated. Also shown are data of (1) Gruver et al. [23] for
hot-pressed (HP) and a commercial 96% sintered (S) Al

2
O

3
(respectively, right and left-hand boxes showing r and G

!
ranges, open symbols

for specimens failing from large grains); (2) Ting et al. [25] (99%#Al
2
O

3
and McNamee and Morrell [26] (95% Al

2
O

3
) versus G

!
and

G
.

values obtained from their microstructural (not fractographic) examinations (numbers next to points to identify points versus G
!
with no

P correction, and versus G
.

with P correction, respectively 0.5%—2.5% with b"8 and 3.5%—5.1% with b"6, as per the Appendix); (3)
hot-pressed data of Kirchner [24] and Gruver et al. [23] and sintered data of Mistler [28] (verticle bars are standard deviation; associated
numbers are the number of tests) and Gruszka et al. [29] (both for 99.5% Al

2
O

3
substrates), Sztankovics [30] (shown without and with

P (*0.5—1.4%), correction with b"7 as per the Appendix, numbers with a decimal point are the per cent porosity); (4) the range of data using

G

!
from a previous survey [3] (shaded area), all versus G

!
; and (5) McHugh et al. [31] (Al

2
O

3
#0%—5.5% Mo).
used by the present author), respectively, 2 and 7 failed
from (mainly single) large grains (Fig. 6) (such origins
from single large grains, in contrast to those of the
present author commonly from clusters of larger
grains or large grains and associated large pores, is
attributed to material variability and processing dif-
ferences, illustrating the danger of arbitrarily using
G

.
. Earlier studies of this author on this material

showed a higher incidence of failure associated with
larger grains, which was a major factor in noting the
importance of large grains as fracture origins [3].
However, subsequently different lots and times of
manufacture as well as different part sizes and sub-
stantially more samples showed only 7% of 155 fail-
ures occurred from large grains — 36% from isolated
pores, 16% from flaws at bar corners, 30% from
probable tensile surface machining flaws and 10% not
identified. Further, this authors specimens were ma-
chined from cold-pressed discs of substantial size (5
5 cm diameters), whereas the specimens of Gruver

et al. [22] were extruded (&3.2 mm diameter) rods. The
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smaller size and especially the high shear in extrusion
as well as the absence of spray drying and associated
porosity, provide excellent opportunities for reducing
larger defects, e.g. larger agglomerates often giving
larger grain clusters in the resultant sintered bodies.
Their data, plotted versus G

!
or G

.
, agree with the

current data and a previous survey [3] (Fig. 3). Again,
the primary effect of plotting specimens failing from
larger grains versus G

.
is to move a fraction of the

data points (mostly from the lower half of the r range)
significantly to the left. This increases the slope of the
large G branch, but it is still less than the polycrystal-
line K

IC
(Table I), and indicates a r intercept of '0 at

G"R. The frequent transgranular character of many
large G origins (and often in the surrounding area)
argue against bridging, which commonly involves in-
tergranular fracture [19].

Gruver et al. [23] showed similar 96% Al
2
O

3
ori-

gins from isolated large grains over a range of temper-
atures. Using half these G values as C for the large
.
grain (of 20) fracture origins in liquid nitrogen gave



Figure 4 Examples of Al
2
O

3
failures from isolated large grains or grain clusters. (a—c) Hot-pressed Al

2
O

3
of this study. Note failure (a)

between a large (probably thin, platy) grain and the abutting finer grain structure (which also contained three additional tabular grains), plus
one tabular (transgranularly fractured) grain (r"583 MPa); (b) a collection of three platy grains (the one furthest to the right was confirmed
by higher magnification and other orientations to be a thin, platy grain r"405 MPa); (c) an approximately circular cluster of tabular grains
(all transgranularly fractured, r"319 MPa); (d) a large (transgranularly fractured) grain with two pores and surrounding larger grains
(optical micrograph of 99% sintered Al

2
O

3
, r"291 MPa); (e) two larger grains (1, 2) and two (3, 4) pores in a sintered, 96% Al

2
O

3
,

r"423 MPa; (f ), (g) large grain-fracture origins in the commercial 96% Al O specimens of Gruver et al. [19], (f ) at 22 °C, r"376 MPa,

2 3

and (g) at !196 °C, r"593 MPa.
K
IC

3.9$0.6 MPam1@2, and 7 of 20 in the 95% (and
2 of 20 hot-pressed) Al

2
O

3
having large grain origins

at 22 °C gave K
IC

3.2$0.3 MPa1@2. While these all
generally agree with the polycrystalline K

IC
, all gave at

least one value more or equal to two standard devi-
ations below the average, suggesting that in those
cases the grains were not the complete flaw, i.e. C ex-

tended into the surrounding average grain structure,
so plotting r value for those G
.

values is questionable.
Similarly, it cannot be ruled out that large grains
giving the highest calculated K

IC
values may have

resulted in failure before the flaw reached the full grain
size, i.e. the critical flaw size was (G.

Sintered, machined Al
2
O

3
data of Ting et al.

(99#%) [25] and McNamee and Morell (95%) [26]

versus G

.
(from microstructural, not fractographic
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Figure 5 (n, m) Al
2
O

3
r—G~1@2 data at 22 °C for as-fired specimens.

Charles [33] (#!#) larger extruded rods of lamp envelope mater-
ial r versus G

!
(arrow reflects the larger G of a bimodal G in one set

of samples). Heavy lines (—) through Alford et al.’s [13] data for
small extruded rods reflects their data presentation (versus G

.
)

(— — —). An example of alternate fitting of the data. Data are also
given for small extruded and fired rods of (—j—) Blakelock et al. [33]
and (£) Bailey and Barker [34] (lines are for more porous bodies,
individual points for denser bodies) versus G

!
. Also shown are

Alford et al.’s lower r, (K, e) die-pressed and machined Al O (see

studies) are, respectively, simply moved leftward in the
finer G regime and from the finer to the larger G
branch compared to the use of G

!
. In either case their

data agree with the other data shown (especially when
corrected for P, (respectively, 0.5%—2.5% and
3.5%—5.1% using b"8 and 6, see Appendix) Fig. 3),
as does Alford et al. [13] (99#%) machined data
compared with G

.
(the only values given). Sztan-

kovics’ larger G
!
data are consistent with G

.
plotting

for failure from isolated large grains or grain clusters
in the present study. Finer G data for machined Al

2
O

3
of Kirchner et al. (hot-pressed) [23, 24], Al

2
O

3
of

Mistler [28] and Gruszka et al. [29] (sintered, 99.5%
substrates with 0.5% MgO and 2%—3% porosity),
Sztankovics [30] r (sintered, corrected for P"

0%—14% with b"7, Appendix), and of McHugh et al.
[31] (Al

2
O

3
#4.3%—5.5% Mo, one sample with no

Mo at r"255 MPa, G
!
&50, is just to the right of the

larger G branch, see also Fig. 5), all versus G
!
, also

generally agree with one another and other Al
2
O

3
data [3], and clearly show a '0 finer G slope. Higher
r values, especially at finer G, are attributed to use of
MgO and limited, fine P, and the use of small,
polished, extruded rods or tape cast substrates with
possible preferred orientation [28, 29] all indicate
reasonably homogeneous G (e.g. only two of Kirchner
et al.’s samples indicate larger G values by their pro-
2 3
also Fig. 3).
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Figure 6 Al
2
O

3
#W [42], Mo [31, 41] or ZrO

2
r—G~1@2 data at

22 °C versus G
!
. (dD ) Flexural data of (dD ) Hing [42] for isopressed,

as-fired rods of Al
2
O

3
plus 1.9—7.6 Vol% W, with the presence or

absence of contiguity of the tungsten particles indicated by their
electrical conductivity. All but the highest r sample of Hugh et al.
[31] for Al

2
O

3
#4.5%—5.5% Mo are shown (see also Fig. 3): (j)

Al O #4.3%!5.5% Mo, (h· ) Al O . (() Al O , 1%!5%*

gressively lower r values). Recent substantial data of
Tomaszewski [32] agree very well with the earlier
Al

2
O

3
survey [3], i.e. they are the mean of the survey

range, with larger and finer G branch slopes of 2 and
&0.6 MPam1@2, respectively, and a probable r(0
intercept at G"R.

Now, let us consider Al
2
O

3
tested with as-fired

surfaces. Charles’ data [33] for larger, &1.7 mm dia-
meter, extruded (lamp envelop quality Al

2
O

3
) rods

versus G
!
(including the large G values, in the next to

the largest G body found to have essentially a bimodal
microstructure, Fig. 5), (1) lie at, or a limited distance
to the left of, the upper limits of a previous survey [3]
and other machined Al

2
O

3
(Figs 2 and 3), and (2)

show a substantial finer G slope. Data for smaller
((1 mm diameter) extruded, sintered Al

2
O

3
rods of

Blakelock et al. [34] and Bailey and Barker [35]
versus G

!
show similar slopes which are also sup-

ported by these data extrapolating to r—G~1@2 values
for Al

2
O

3
-based fibres [7, 36—40]. Alford et al.’s [13]

data versus G
.

are better fit by a positive, rather than
their proposed zero, finer G slope. (Specifics of their
G

.
measurement were not given other than noting

that G
.

values were typically 2 to 3 times G
!
. The one

fractograph they showed indicated fracture from
a cluster of three larger grains.)

Al
2
O

3
with limited molybdenum [31, 41], tungsten

[42] or ZrO
2

[43] additions which inhibit grain
growth (especially the occurrence of exaggerated
grains) versus G

!
generally agree (whether machined

or as-fired) with the preceding data and trends (Fig. 6,
Table I). These data trends are also consistent with
2 3 2 3 2 3
ZrO

2
(Hori et al. [43]).



Figure 7 B
4
C r—G~1@2 data at 22 °C. Hot-pressed specimens of this

study ground (e) parallel or (r) perpendicular to the tensile axis
plotted versus G

!
(vertical bars and associated numbers are the

standard deviation and number of tests). Some of these, and earlier
specimens of this author are also shown ( h]) versus G

.
from

fractography (e.g. Figs 11—16). Also shown are a range of data from
an earlier survey [3] (versus G

!
, crosshatched region) and the

average (hot-pressed) data trends of Osipov et al. [41] and DeWith

r—G~1@2 trends from diameterical strengths of
Al

2
O

3
#Mo [44, 45] and hot-pressed Al

2
O

3
[3]

which also showed positive finer G slopes, and pos-
sible p'0 intercepts for the larger G branch.

3.2. B4C, b-Al2O3, TiO2, Y2O3 and SiC data
A plot of r versus G

.
at B

4
C fracture origins from an

earlier survey [3] and this study generally agrees with
the previous study [3] based on G

!
, but would extend

the large G branch somewhat leftward and increase its
slope (Fig. 7). More detailed fractography shows why
some of the data points are (incorrectly) moved further
to the left than most of the data, and some not far
enough by using G

.
. Thus, (1) in Fig. 8, the origin is

from the smaller of the two large grains and the small
pore they abut (because single-crystal mist occurs
within the larger grain and mist commences at &10C
[18, 19] and using the smaller grain as C yields K

IC
&3.4 MPam1@2, (2) a machining flaw (Fig. 9), by itself
too small by a substantial margin to be C, but combin-
ing this flaw and the two large grains and the inter-
vening material between, is not (i.e. giving
K

IC
&3.4 MPam1@2 from equation 1), (3) a corner ori-

gin with a substantial number of large grains (&100
fold larger than G

!
, generally highly twinned, Fig. 10)

gives (1/2 the K
IC

for B
4
C using the large G/2 as C,

indicating that C probably encompassed more than
one of these large grains, (4) correcting for the substan-
[42] versus their G
!
.

Figure 9 B
4
C initiation from a machining flaw and nearby larger

grains. The machining flaw (bottom right of centre) is not nearly
large enough to be the origin of failure at MPA (54.2]103 p.s.i.), but
a flaw encompassing the machining flaw plus the two large grains

Figure 8 B
4
C failure from an internal pore and a larger surface

grain. (a) Optical micrograph and (b) scanning electron micrograph
of the origin showing failure initiated from the pore at the junction
of the two large grains, propagating downwards towards the tensile
surface and right into the adjacent large grain (single crystal mist
and hackle features show that the fracture had reached criticality
when it entered the right grain, [18, 19]. The sample (ground paral-
lel, point d of Fig. 9) failed at 298 MPa (42.7]103 p.s.i.).

tial internal nature of the origin (reducing r by
&15%) gives a high K

IC
value using the very large

grain as C (Fig. 11), suggesting that failure occurred
before the flaw reached the boundaries of this large
grain, and (5) failure from a flaw (from maching paral-
lel with the tensile axis) despite there being at least
three substantially larger grains in the vicinity, one of
above and to the left of the machining flaw is (point c of Fig. 9).
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Figure 10 Failure initiation from machining damage at the corner
of a B

4
C sample having a number of large grains (nearly 100 times

the finer grain structure of the rest of the body). Note also the
striations on these large grains indicating substantial twinning.
Failure initiation at 215 MPa (30.8]103 p.s.i.) (point b of Fig. 9)
shows the flaw size most likely encompassed more than one of these
large grains.

Figure 11 Failure from a large, internal grain in B
4
C and porous

area (to the right of the grain). Failure stress at the tensile surface
was 350 MPa (50]103 p.s.i), point a in Fig. 9), but at the grain
centre (about 1/6th of the distance to the neutral axis) was about
280 MPa indicating C was less than or equal to the large grain size.

which is also connected to the tensile surface (Fig. 12).
Plotting the strength of this latter specimen versus
G

.
in the vicinity of the origin clearly puts the data

point far to the left of the slope of the other data.
Although samples of failure initiation not occuring
from large grains were not previously sought by this
author or other investigators, Fig. 12 shows unequivo-
cally that this can indeed happen. Thus, the arbitrary
use of G

.
even in the vicinity of the fracture origin can

lead to serious errors. Similarly, fractographic exam-
ination of the lowest r data point in Fig. 7 shows that
while there is considerable grain heterogeneity in this
sample, failure initiation was from an unusually elon-
gated flaw (actually a series of individual flaws) from
machining perpendicular to the tensile axis and that
again none of the large grains present determined the
failure r. The fractographically based B C data give
4
the larger G branch slope as being )K

IC
(Table I)
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Figure 12 Failure initiation in a B
4
C sample not occurring from

available large grains. (a) Lower magnification showing the fracture
origin (arrow) and the surrounding fracture region containing at
least three much larger than average grains. (b) Higher magnifica-
tion of the actual failure origin from a machining flaw (consistent
with its failure stress of 427 MPa, 61]103 p.s.i.), point C in Fig. 7.

with a r"0 intercept. Note, (1) extensive transgranu-
lar fracture and mist and hackle (Figs 8—11) arguing
against significant bridging, which typically is via
mostly intergranular fracture, and (2) the common
occurrence of twinning in B

4
C (e.g. Fig. 10) may be

a factor in the less possible effect of large grains being
fracture origins and 100% transgranular fracture in
B
4
C (from G&1 to '100 lm), compared with 0 to

&50% in Al
2
O

3
[4, 18] due to stress relief. Finally,

while probable effects of larger grains would shift
much of Osipov et al. [46] and DeWith’s [47] more
recent r versus G~1@2

!
data leftward with the other

B
4
C data (Fig. 7), their data should still indicate posi-

tive slopes for the finer G branches.
Data for (mostly hot-pressed) b@@-Al

2
O

3
bodies of

Virkar and Gordon [48] versus G
.

(G
!

values and
specifics of the G

.
determination were not given),

clearly showed the larger G slope (K
IC

(Table I), and
the finer G slope probably '0 (Fig. 13). More limited
earlier data for (1) hot-pressed bA of Virkar et al. [49]
and b of McDonough et al. [50] (where fractography
showed no unusually large grains at the fracture ori-
gins), (2) HIPed b#b@@ of May et al. [51] and (3)
sintered samples of (a) Stevens et al. [52] (b, correction
for P&2% would increase r by &5%—10%), (b)
Lingscheit et al. [53] (b@@, correction for P"1.5%—4%
would increase r by &4%—9% at the lower porosity
level and 11%—21% at the higher porosity level, and
(c) Francis et al. (b, corrected for P"3%—9.5% using

b"8 at the two finer G’s, b"4 at the largest G and



Figure 13 r—G~1@2 at 22 °C for various b-alumina bodies. (L, £, d, n, #, ]). Data from Virkar and Gordon [48] for (mostly) hot-pressed
b@@ (composition and processing: 8.8% Na

2
O—0.75% Li

2
O, HP, (L) mode A, (£) mode A@, (d) mode C, (]) S (zeta process). (n) 8.6%

Na
2
O—0.70% Li

2
O, HP, mode A. (#) 8.9% Na

2
O—0.70% Li

2
O, S.), plus earlier, similar material of Virkar et al. [49], HIPed mixed b#b@@ of

May et al. [51], (r), hot— pressed b of McDonough et al. [50] and sintered data of Stevens (b) [52]. (range shown by box), (K) Lingscheit et al.
(bA) [53] and (e, r) Francis et al. (b) [54]. Vertical bars: May et al.’s data range [51], Lingscheit et al.’s [53] standard deviations, whole
number superscripts indicate the number of specimens averaged, subscripts with decimal points for Lingscheit et al. and Francis et al. are the
percentage P. Solid data points for Francis et al. show the strengths corrected to P"0, all data versus G , except Virkar and Gordon (versus
!
G

.
). The arrow for the G range for Virkar et al. [49], and the arrow for one datum point of Francis et al. shows the G range.
b"6 at the intermediate G, see Appendix) all versus
G

!
are reasonably consistent with one another and

Virkar and Gordon’s data, especially when corrected
for porosity. The second finest G body of Francis et al.
had isolated tabular grains. Using these as G would
move this data point substantially to the left but not to
the large G branch, thus indicating they were not large
enough to equal C. Collectively, they clearly indicate
a positive slope for the finer G branch(es), a larger
G branch slope (K

IC
, and uncertainty in the r inter-

cept at G"R.
Machined TiO

2
data of Kirchner and Gruver’s [55]

(hot-pressed, P)3%) versus G
!
, Alford et al.’s [13]

(lower r specimens from sintered, die-pressed discs)
are reasonably consistent regardless of whether G

!
or

G
.

are used for Alford et al.’s data (Fig. 14). Alford
et al.’s small ((1 mm diameter) as-fired extruded
rods, with expected higher r have the larger G slope
(K

IC
(when it is recognized that C"G/2, not G as

they used [13], and the zero r intercept at G"R, and
finer G slopes"0 are quite uncertain, and not sup-
ported by Kirchner and Gruver’s data.

Cappola and Bradt [56], Rice [5], and Seshadri
et al. [57] (sintered a, P&1.6%), SiC data based on
G

!
, generally agree (Fig. 15), as do those of Cranmer

et al. [10] (using G
.
). Gulden’s [58] CVD SiC data

(0.6$0.5%P), based on G are also consistent, recog-

!

nizing the higher r due to use of small, polished
specimens, and supports a positive fine G slope, as
does Cranmer et al. [10]. Prochaska and Charles [11]
plotted r ((140 to &350 MPa) versus the length ¸

of the large tabular (exaggerated) a-grains at fracture
origins in the b-SiC matrix, obtaining a slope of
3.9 MPam1@2 with a G"R intercept at &70, not 0,
MPa). However, such use of the maximum grain di-
mension, ¸, is not correct, because it violates C"G/2
as well as other fracture mechanics criteria (discussed
later). Use of a G value based on the equivalent circu-
lar area (assuming the grain width &¸/10, from their
micrographs) lowers the slope to &2.3 MPam1@2,
more consistent with the other data. Tekeda and
Nakamura’s [59] SiC (using 1%—2% levels of different
additives, including C to affect G, as did some others
[10, 11]) r plotted versus G

!
and G

.
(measurement

specifics not given) lies to the right of the other data
(Fig. 15). However, the G

.
values (from general micro-

structural examination) are likely to be (G
.

at frac-
ture origins (not determined), especially at medium
and larger G. Correction for this would likely bring
their data into agreement with the other SiC. Larsen
et al.’s [60] SiC r’s versus measured G

.
, as well as

variable G
!

values for various SiC materials (Fig. 16)
are consistent with Fig. 15 and the model of Fig. 1
based on their fractography. This showed most higher
r failures occurred from undetermined origins (i.e. no

dominant features such as large grains in the origin
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Figure 14 (e) TiO
2

r—G~1@2 data at 22 °C. Data for (1) machined bars cut from hot-pressed discs of (--s--) Kirchner and Gruver [55] and
from (j, VP; (#, PP)) die-pressed and sintered discs of Alford et al. [13]. Data are shown as a function of G

!
but the data of Alford et al. are

also shown versus G
.

(horizontal bars). (——) Alford et al.’s presentation; (— — —) alternatives suggested in this study.

Figure 15 SiC r!G~1@2 data at 22 °C. Data of Capolla and Bradt [56], Rice [3], Gulden [58] (polished CVD specimens, P"0 to 1%) and
Seshadri et al. [57] (sintered a, P"1.6%) plotted vs. G

!
and that of Cranmer et al. [10] (ground perpendicular to the ‘tensile axis with grits

shown), Tekeda and Nakamura [59] (hot pressed, P"0—3%) vs. G
!
and G

.
. The range of Prochazka and Charles [11] data for their dense

sintered b-SiC is shown by the solid section on the line with a 3.9 MPam1@2 slope, based on their use of the maximum dimension of the isolated
large tabular a grains from which these specimens failed. The dashed line (slope &1.3 MPam1@2) represents an approximation for the width
of these grains. The intermediate dashed line (slope &2.6 MPam1@2) for G (based on equivalent circular area of the grain), agrees much better
!
with the other data. (Slopes are calculated using the grain dimensions as the flaw size; i.e., need to be multiplied by 0.71 to give K

IC
).
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Figure 16 Larsen et al.’s [60] SiC data at 22 °C. Data plotted vs. the G
.

agrees with a slope of )K
IC

(i.e., &0.71]3.5 MPam1@2), and data
plotted vs. variable G

!
(horizontal bars to the right) are consistent with such points being on finer G branches (Fig. 1). Note both hot pressed

and sintered data represented (porosity of the latter is indicated, and in the more extreme cases (for GE b corrected to P"0 as indicated,

using b"6, see Appendix).
area), thus being more consistent with G
!
values, and

hence being on finer G branches (of which there should
be more than one, substantial scatter, or both, in view
of different and varying flaw populations), while lower
r’s (e.g. (450 MPa) showed failure from various
flaws. Recognizing G

.
values are tabular grain lengths

(e.g. in the GE (General Electric) b material) hence
excessive for the appropriate G

.
value (as discussed

later), shows the larger G slope is (K
IC

(&3.5 MPam1@2). Plots for Larsen et al.’s [60] hot-
pressed and reaction-sintered Si

3
N

4
(corrected to zero

porosity, see Appendix, Fig. 17) show the same trends,
i.e. (1) at finer G, higher r’s from machining flaws
rather than microstructural heterogeneities, and lower
r’s from microstructural heterogeneities such as large
tabular grains, and (2) the larger G slope (using G

.
)

is (K
IC

(*4 MPam1@2, for P"0).
It is useful to contrast the above materials, which

are non-cubic, or have non-cubic phases, exhibiting
exaggerated grain growth, with cubic materials. Cubic
materials show the same r—G~1@2 trends as Al O ,
2 3
BeO, TiO

2
, B

4
C and SiC; i.e. the values of r for many
larger G as less than those for single crystals, larger
G branch slopes are less than K

IC
, larger G—finer

G branch intersections at C&G/2, and finer G branch
slopes '0 [3—7]. However, of the two cubic materials
for which there are most data, limited fractography
data for ZrO

2
[18], and more for MgAl

2
O

4
[5] pro-

vides no evidence of G
.

controlling r, but support
the use of G

!
. Extensive fractography of dense, hot-

extruded (textured) MgO, whether r was controlled
by slip—crack nucleation or flaws, also showed no
evidence of G

.
controlling r, and in fact supports the

use of an average G [61]. Although significant
r—G~1@2 data for dense Y

2
O

3
are not available, r and

fractography of large G (transparent) specimens re-
veals machining flaws, generally too small relative to
G to grow to the size of G before failure [62]. This
shows no support for G

.
determining r, and again

support use of an average G (Fig. 18a—d). These also
illustrate many of the problems of using G

.
in large

G bodies, i.e. failure from (1) a surface grain, much of
which has been removed by machining (Fig. 18c), (2)

one or more smaller surface grains with machining
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Figure 17 Larsen et al.’s [60] Si
3
N

4
data at 22 °C. Data plotted vs. G

.
agrees with a slope )K

IC
(i.e., 0.71]4 MPam 1@2), while data

plotted vs. G
!
(horizontal bars to the right) is consistent with such points being on finer G branches (Fig. 1). Hot pressed and RSSN data
plotted (the latter corrected to P"0 using b"4, see Appendix), most corrections are )100% of the as-measured strength, are generally
consistent.
flaws (Fig. 18e, f ) and (3) failure from a flaw partly in
a second grain (Fig. 18d), i.e. similar to fractographic
results of dense, transparent MgAl

2
O

4
.

3.3. Slope and intersections of the
r—G!1/2 branches

Basic issues to be addressed are the proper G value(s)
to use, the slopes of the larger and finer G branches
and the intersections with each other and of the large
G branch with the r axis. These are inter-related in
that the G value(s) used clearly affect both the slopes
and intersections. However, these must be consistent
with the mechanics of failure, which are considered in
this section as a guide to the appropriate G values. The
issues of which G value(s) to use, how to measure them
effectively, and ensure that other microstructural and
test factors are also consistent and correct, are con-

sidered in subsequent sections.
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Consider first the slope of the larger G branch.
Some investigators using G

.
have assumed that (1) the

slope of this branch should be the polycrystalline
K

IC
and (2) that this branch passes through the

r—G~1@2 plot origin. Both assumptions must be
wrong. The upper limit of the large G branch is the
intersection of it with the finer G branch(es); i.e. when
C&G/2, the polycrystalline K

IC
may no longer be

pertinent. Flaws must often encompass a few grains
before the transition from grain boundary or single
crystal to polycrystalline K

IC
values is completed [62].

Hence, for many materials, the transition between the
finer and larger G branches may be at less than the
polycrystalline K

IC
. Further, well before C"G/2,

thermal expansion anisotropy (TEA) stresses can be-
gin to aid failure [63]. This means that for non-cubic
materials the apparent K

IC
(i.e. calculated only from

the applied stress at failure) will be (polycrystalline

K

IC
. Similar, but smaller, effects may occur due to



Figure 18 Machining flaw fracture origins in large grain, transparent Y O (#10 m/o ThO ). (a) and (b) lower and higher magnification of

2 3 2

the same fracture origin. Note the presence of larger grains near, but not at, the origin in (a), (c)—(f)
elastic anisotropy, EA, which also includes cubic
materials.

Proceeding down the larger G branch to larger G
and lower r, two factors further reduce the K

IC
con-

trolling r and hence the larger G branch slope. TEA
(and EA) effects on failure should continue to increase
because flaws are more completely contained within
one grain. Even more fundamentally, C continues to
decrease relative to G, because it is well established
that machining flaws do not differ greatly between
single and polycrystalline bodies [5, 64, 65]. Thus, as
G continues to increase, the initial C will become
progressively less than G. For some range of G, initial
(subcritical) flaw growth is limited by individual grains
which become the flaw size. Such ultimate control of
C and hence r by G has been theoretically considered
[66—68]. Singh et al. [66] first considered such sub-
critical crack growth, showing that this would (1) vary
the intersection of the two r—G~1@2 branches from
C&G/2 to C"3G (in addition to this intrinsic vari-
ation of large and finer G branches, intersections can
also vary due to varying flaw shape and location
relative to the grains, e.g. a flaw may be approximately

the size of a grain, but cross the boundary between
two adjacent grains, e.g. Fig. 18d) and (2) give large
G slope between single crystal and polycrystalline
K

IC
values, depending on whether the transition be-

tween these as a function of C/G occurred as a step
function or more gradually. Evans [67] subsequently
showed that the large G branch could exhibit an
intrinsic G~1@2 dependence independent of the orig-
inal C, but with a slope intermediate between the
single and polycrystalline K

IC
values provided the

stress—crack length relationship has a maximum and
the polycrystalline K

IC
has no, or limited, G depend-

ence. Virkar et al. [68] combined and refined these
two analyses noting the need for better definition of
the local K

IC
values, e.g. their dependence on C. These

analyses considered only subcritical growth of intra-
granular flaws (i.e. at single crystal K

IC
s); intergranular

(i.e. grain-boundary) flaws should give still lower K
IC

s,
and slopes. As noted above, observed slopes in this
study are all less than the polycrystalline K

IC
(Table I),

as they are in earlier [3] and subsequent [4, 5, 7]
studies, where slopes down to approximately single
crystal K

IC
values have been observed consistent with

these analyses. The present study (1) is also consistent

with the C&G/2—3G range for the intersection of the
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two branches whether the K
IC

values there are equal
to or less than the polycrystalline value there, and (2)
shows that investigators claiming the larger G branch
slope"K

IC
[13] are wrong, e.g. incorrectly calculated

this using C"G instead of C"G/2.
Subcritical crack growth ultimately must no longer

reach G, and failure must then be determined entirely
by single crystal or grain boundary K

IC
s. Kirchner

and Ragosta [69] estimated that this should begin to
occur in Al

2
O

3
when G&200 lm. Clearly, there must

be a transition from polycrystalline to single-crystal
strengths, which, except for materials with microplas-
tic control of r, are higher than many larger G values
(Figs 1, 5, 14). This transition (1) may often include
a grain boundary (e.g. in some cases a bi-crystal)
failure state depending on both material character and
test specimen dimensions relative to G, thus giving
a variety of transition paths, and (2) means the large
G branch slope must decrease, then reverse (Fig. 1).
Gentilman’s [70] fusion cast, transparent spinel
(2Al

2
O

3
. 1MgO) specimens with large (2—5 mm) G tes-

ted with grain boundaries perpendicular to the tensile
axis support this transition. K

IC
measurements affec-

ted by multigrain phenomena such as bridging are
inappropriate for much, if not all, of this larger
G range (and possibly the larger G portion of the finer
G regime).

Most investigators plotting r versus G
.

explicitly
assumed that finer G branch slopes were 0, i.e. that
C and K

IC
are both independent of G, implying any

G would be acceptable. However, there are substantial
experimental and theoretical grounds for rejecting this
as a general assumption. Extensive experimental data
at finer G in this (Figs 2, 3, 6—8, 13) and other studies
[1—5, 7] show significant positive finer G slopes. The-
oretically, even in the finer G regime, some second-
order G effect on machining flaw sizes is expected
based upon microstructural effects on crack formation
from machining, e.g. models typically give [71]

CJ CA
P

K
IC
B A

E

HB
1@2

D
2@3

(2)

where E is Young’s modulus, H the hardness, and
P the load on an abrasive particle. Because E normally
does not depend upon G, the resultant C will be
inversely proportional to differing powers of H and
K

IC
. H typically increases measurably with decreasing

G in the finer G region, [4, 72], indicating some reduc-
tion in C with decreasing G, hence a positive r—G~1@2

slope. Because K
IC

is generally approximately inde-
pendent of G for cubic materials [4] there would be no
off-setting effects. However, non-cubic materials com-
monly have decreasing K

IC
at finer G [4, 14, 15], so

C might decrease less, equal or more, due to K
IC

—G
versus H—G trends, hence giving variable finer
G slopes. Such machining effects will normally not be
determined by G

.
, but G

!
values.

A similar C decrease with G can also be expected for
as-fired or high temperature annealed surfaces due to
grain-boundary grooves. Coble [73] theoretically
showed such grooves act a failure-causing flaws of size

G/15 to &G. Further, such grooves are less severe for
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finer than coarser G bodies owing to the relatively
lower temperatures, shorter times, or both, used in
obtaining finer G. Support for the deleterious effects of
grain-boundary grooving or grain faceting — surface
roughness at medium G — are indicated by Simpson’s
[4, 36] Al

2
O

3
fibre results, and at fine G by increasing

r of FP fibres &25% by smoothing their surface
with an SiO

2
coating [38—40]. Such grooving while

scaling with G, depends on the relative orientations of
the two grains forming each boundary, which is not
a function of G and hence limits correlation with G

.
at

large G, i.e. where one or a few boundary grooves
determine failure.

More general are the effects of C/G on K
IC

for fired
or machined surfaces. The disappearance of TEA (and
possibly EA) effects on r requires some G range into
the finer G branch, as also may transition from com-
pletion of the grain boundary, or single crystal, to
polycrystalline K

IC
. This would also yield an initial

positive fine G branch(es) slope. Many non-cubic ma-
terials show K

IC
(based on large cracks) decreasing

with G over much of the finer G range contrary to
r results, thus showing such K

IC
do not determine r.

Other factors may lead to different, or changing
finer G branch slopes. Thus, increasing preferred ori-
entation in some BeO with increasing G appears to
give a negative finer G slope [74]. More generally at
sufficiently fine G, i.e. much less than 1 lm, K

IC
values

may decrease from those of the larger G polycrystal-
line material (e.g. approaching those for a glass of the
same composition due to the disordered grain-bound-
ary structure) which could give negative fine G slopes.
Whether the reported decreased K

IC
at G(1 lm in

b-SiC [75] reflects such changes, is not yet known.

3.4. Which G values to use and their impact
In materials with heterogeneous G, the G value to use
is determined by G effects on (1) the stress intensity
acting on failure-causing flaws, and (2) the fracture
toughness of the material ahead of the flaw which will
control its critical stage of propagation. G can affect
the critical flaw size and character, e.g. shape (espe-
cially for non-equiaxed grains as discussed later), and
location relative to stress gradients, and hence its
stress intensity. G can affect both via basic toughness—
G

!
dependence and by effects of C/G on (1) contribu-

tions of thermal expansion anisotropy (TEA) and re-
lated microstructural stresses to failure, and (2) the
transition from grain boundary or single crystal to
polycrystalline toughness values.

Data pertinent to the finer G branch(es) (Fig. 1) have
C'G. If there is significant grain heterogeneity such
that failure-causing flaws are contained within indi-
vidual large grains or along their boundaries, such
data are pertinent to the large G branch, using G

.
,

and will generally be of lower r. However, as shown
earlier, this requires not only sufficiently large grains,
but also actual association of flaws with them, which is
not ensured. (Also, as discussed later, proper use of
G

.
requires a correspondingly proper r value.) Other-

wise C'G , especially as G becomes finer (e.g.

.

)10—20 lm) and belongs in the finer G branch



because the main effect of G on r in the finer G branch
is via fracture toughness, so use of G

.
is clearly inap-

propriate. Instead an average G will reflect the K
IC

for
the crack to propagate to failure. However, because
toughness may be G-dependent, a weighted average
of G to reflect G heterogeneity may be appropriate (as
discussed later).

Consider next the large G regime where (at least the
initial) C(G, so as C becomes ;G (e.g. G*

100—200 lm) G
.

should become less pertinent, as dis-
cussed earlier. Thus, the region where G variations are
most important is near the intersection of the finer and
larger G branches; i.e. at moderate (intermediate) G.
While the r levels do not differ as greatly between the
connecting portions of the two branches, as between
more extreme portions of the larger and finer G
branches, the issue of which G to use is still important,
especially if the G data range is limited. However, it
must again be emphasized that a clear impact of
G

.
has only been observed in materials with signifi-

cant exaggerated, non-cubic grains that provided lar-
ger than normal flaws, e.g. as emphasized in Al

2
O

3
and B

4
C, of this work. Further, though not sought,

unequivocal cases have been observed where failure
has not occurred from such large grains (Fig. 12).
Thus, while failure from larger grains is common in
such materials, it is not ensured. Clearly such failure
depends on a number of statistical variables such as
the association of such large grains and a suitable flaw,
and the orientation and location of both relative to
high stresses. A clear understanding of the statistics of
large grains being the source of failure versus their not
being a source, is unknown, because it has not been
seriously considered, though previously noted [5].
Further, failure from larger grains does not automati-
cally mean that r was controlled by their G if the final
C'G. On the other hand, studies of cubic materials,
e.g. MgO [20], Y

2
O

3
[62], ZrO

2
[18], and MgAl

2
O

4
[4, 62] not commonly showing exaggerated grain
growth, showed no preference for failure from larger
grains within the typical G distribution exposed on
fracture surfaces (e.g. a range of approximately three-
fold). The first of two basic questions with regard to
such grain heterogeneities acting as fracture origins is
the frequency of its occurrence and hence its effect on
r—G~1@2 plots. In the most extreme cases (in Al

2
O

3
) in

this study, up to 40% of the data points of some sets
were affected. However, more typically, 10%—20% of
the data points were for such failure. Several of these
could be rejected because of their low r values for the
average G. Some would also be rejected upon fracto-
graphic identification based on their unusual origin
character. The main effect of such fractographic exam-
ination is thus not a major change in the r—G~1@2

plot, but a shifting of some data points, most com-
monly at intermediate G and lower r, to the larger
G branch. This thus decreases some of the lower
bounds of the finer G branch(es) and shifts the larger
G branch to somewhat larger G.

The second basic question regarding origins from
large isolated grains or grain clusters is how well they
reflect failure in a body of uniform large grains equal

to the isolated ones. While failure from large grain
clusters may reflect more of the effects of a uniformly
large G body within the cluster (but not at the inter-
face with the finer G matrix), if the cluster size, or
a significant fraction of it is the origin, then it will often
have no relation to r—G relations. This will usually be
manifested by lower r, e.g. as seen in this study.
Further, effects of possible preferred orientation (sug-
gested by spherulitic character, Fig. 4), and the related
radial tabular grain structure in some of these clusters
must be addressed. Most of the origins involving one
or a few large grains in this study were shown to be
approximately the expected flaw size (thus reinforcing
their being fracture origins) and consistent with other
data for G of similar size. Such approximate equiva-
lence should occur where the larger and finer G
branches meet which, for normal flaw populations,
will be at intermediate G (e.g. 20—50 lm). Thus, origins
from isolated larger grains or clusters of them should
aid in defining at least the more moderate G region of
the larger G branch, where there is less opportunity for
substantial deviation. However, there are various fac-
tors which can have a bearing on the effects of large
grain origins that may be conflicting, but probably
most important at larger G. Isolated larger grains
acting as origins will not reflect the extreme of TEA
stresses that would occur in a body of uniform larger
G, with this difference probably decreasing with in-
creasing average G. Similarly, failure from larger
grains, where much or all of the failure occurs inter-
granularly between the larger grain(s) and the sur-
rounding finer G matrix, is likely to be increasingly
different from intergranular failure within the finer
G matrix itself as the average G decreases. Greater
effects of TEA stresses in uniform, large G bodies
would imply lower r and hence somewhat higher,
larger G slopes. Such issues are likely to be even more
serious where the larger grains are thin platelets (e.g.
as seen in some of the hot-pressed Al

2
O

3
specimens of

this study and that of Tressler et al. [8] as indicated by
an analysis of Hasselman [76]. His model shows that
elastic anisotropy (EA) can lead to stress concentra-
tions approaching the ratio of the maximum to min-
imum Young’s modulus for various crystallographic
orientations. Such stress concentrations significantly
increase as the extent of grain elongation increases (i.e.
as the aspect ratio of tabular grains increases) as well
as on the orientation of the elongated grain axis rela-
tive to both the grain crystal orientation and the stress
axis. Both the aspect ratio and orientation factors
introduce inherent statistical variations.

3.5. G measurement and other related
characterization

Whatever value of G is appropriate, it must be suitably
measured. While measurement of G would appear to
be a straightforward application of the standard linear
intercept method, closer examination shows this is not
the case. This method gives G"al, where l is the
average intercept length for grains along a random
sample line and a is a constant (commonly &1.5) to
account for the fact that neither the sampling lines nor

the plane on which they are taken, cut grains at their
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true diameters. However, both theory and experiment
show a values ranging from (1 to '2, due to
only partially understood dependencies on grain
shape and size distributions [77, 78] and possibly to
whether the surface is polished or fractured [79] and
the degree of inter-versus trans-granular fracture. Fur-
ther, there is no precise way to relate such an average
G with individual, e.g. G

.
, values, because there is no

way to relate measurement of a single grain diameter
on a sample surface to random grain chords (linear
intercepts).

Because fracture is an area-generating, hence area-
dependent, process, it may be more realistic, parti-
cularly for flaw failure, to relate measurements of r
and K

IC
to the grain dimensions actually exposed on

the fracture surface. Converting a linear intercept
measurement to an average surface grain diameter, G

4
,

might be done using G
4
&[(1#a)/2] l (i.e. assuming

half of the correction, a!1, is due to the randomness
of the sampling plane cutting the grains and half of the
randomness of the linear intercept itself ), but is uncer-
tain in both the form as well as the actual a value.
Overall, it appears better to measure actual grain
diameters exposed on the fracture surface, e.g. selected
by using random lines as in the linear intercept
method. Such measurements would be directly related
to measuring individual, e.g. largest, grains. Further,
having actual diameters of grains allows the calcu-
lation of an average G based on various weightings
[80]. Because fracture is an area-generating process,
weighting based on grain area, i.e. G \

[+
n
G3

i
][+

n
G2

i
]~1 as opposed to diameter, i.e. G \

1/n[+
n
G

i
] may be more appropriate. Such an

area—weighted average increases the impact of larger
grains on average (e.g. in measuring diameters of 30
grains on a commercial, lamp envelope Al

2
O

3
the

area-weighted and normal G
!

were, respectively, 51
and 29 lm).

Unfortunately, many of the specifics of G measure-
ment are not given in the literature. For example,
Spriggs and co-workers [81, 82] values are based,
not on direct G measurement, but on heat-treatment
temperatures and times previously seen to give the
indicated Gs (whose determination is not stated).
Passemore et al. [83] used linear intercept measure-
ments on polished, not fracture, surfaces, but with
an unspecified numerical conversion factor, a. Thus,
differences between these sets of data and Alford
et al.’s [13] are, at least in part, due to G measurement
methods and not necessarily to the use of G

!
versus

G
.
. Similarly, Tressler et al. [8—10] and Virkar and

Gordon [12] only state that their G
.

values were
determined by examining several micrographs; no
measurement specifics are given, Alford et al. [13]
did specify the linear intercept method for their G

!
(with a"1.65), but no specifics of their determining
G

.
are given (except to note that typically G

.
&2

to 3 G
!
). In fact, overall, about 40% of the studies

included in this paper gave no specification of
how G was measured and a similar per cent indicated
linear intercept measurements, but gave no a value
(many most likely used a"1). Further, many

measurements are made from scanning electron
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micrographs without correction for distortion due to
specimen—beam relations.

Another aspect of G characterization that needs
to be addressed is grain shape, especially elon-
gated, e.g. tabular grains. Thus, some using G

.
where tabular (a) grains were involved, used the
maximum dimension, i.e. length [11]. However, frac-
ture mechanics uses the smaller dimension of an ellip-
tical flaw as C (the larger dimension impacts the flaw
geometry parameter). Thus, the length of tabular
grains is inappropriate (as is the smallest grain dimen-
sion by itself as previously suggested [84]), an inter-
mediate G value is appropriate. A value based on the
equivalent circular area of the grain may be a reason-
able approximation, i.e. as it is for elliptical flaws of
varying excentricity [85]. However, the aspect ratio
(and orientation effects) may be important, as in-
dicated by Hasselman’s [76] modelling of EA, noted
earlier.

Besides grain size and shape, the spatial distribution
of grains can also be important, especially if fracture
origins cannot, or were not, identified. Systematic spa-
tial variations of G, such as different surface and in-
terior G, e.g. from loss of additives near the surface or
machining truncating large surface grains (Figs
4b, f, g, 18c and f ) are easier to handle. The more
general random or irregular distributions of larger
grains (e.g. due to statistical variations in porosity and
initial particle size or orientation) indicate the need for
statistical methods. Stoyan and Schnabel [86] used
a pair correlation approach to address this problem,
characterizing the frequency of interpoint distances
(e.g. between grain vertices or centres — the latter was
preferred). They showed a higher correlation of r for
nearly dense Al

2
O

3
bodies with one spatial distribu-

tion of the grain size than with G
!
(&9—15 lm) itself.

Modern stereological tools make such characteriza-
tion more practical, and potentially applicable to
pores and pore—grain associations but again, fractog-
raphy is the most assured method of addressing this.

Preferred crystallographic orientation of grains can
significantly affect r, e.g. as noted earlier for extruded,
sintered BeO (from UOX powders having a significant
fraction of needle-shaped BeO grains, and none from
nominally equiaxed AOX powders) [87, 88]. Several
investigators have shown similar preferred orienta-
tion effects from extrusion of Al

2
O

3
, i.e. increases in

r for fracture perpendicular to the extrusion axis
[26, 89, 90]. Similarly, preferred orientation from hot-
working Al

2
O

3
(press-forging) [3] or MgO (hot-extru-

sion) [60] can increase r. Because preferred orienta-
tion can occur for several materials and processes
[87—94], it raises questions of adequately interpreting
data from materials and processes that may have
(unexamined) preferred orientation. This is a concern
for all extruded materials (i.e. Figs 6 and 14). However,
it is of particular concern in the studies of extruded
Al

2
O

3
and TiO

2
rods of Alford et al. [13] (Figs 6 and

14) because of (1) the use of elongated precursor par-
ticles (aspect ratio 1.5), (2) small diameter rods, (3) the
substantial grain sizes reached via grain growth, and
(4) both materials being anisotropic, where orientation

effects may be more significant.



3.6. Coordination of r and G measurements
for r—G studies

A basic requirement of any r—G model or study is
that not only should the G values be appropriate, but
also so should the r values, i.e. the r and G values
used be self-consistent with each other. Typically, r is
based on the outer fibre stress at flexural failure, e.g. as
used by all investigators using G

.
. Such a maximum

r (r
.
) is basically inconsistent with use of G

.
and is

often more consistent with use of G
!
, because the latter

has a moderate to very high probability of being
associated with r

.
, while G

.
has a moderate to very

high probability of being associated with (r
.

(thus
again indicating lower larger G slopes for those using
G

.
and r

.
). These probabilities and the errors in-

volved in using G
!
or G

.
depend on both the size and

spatial distribution of G as well as the stressed volume
and surface. Smaller volumes under high stresses more
likely reflect less deviation from the G

!
, i.e. use of

three-versus four-point flexure, as well as smaller spec-
imen cross-sections and corresponding shorter spans.
Round flexture rods have the smallest stressed vol-
ume, but a larger surface area from which surface-
related flaws can be activated at variable stress. Data
directly comparing round and rectangular rods show
round rods to have (often substantially) higher r [44],
indicating that small volume at maximum stress dom-
inates over the variably stressed surface in determin-
ing r. Another basic requirement is that other perti-
nent specimen factors, e.g. effects of orientation, por-
osity and impurities, be addressed. Of equal or greater
importance is the effect of temperature. A recent re-
view [95] shows that even modest changes in temper-
ature can change r—G~1@2 behaviour in different
fashions for different materials, again indicating that
a more comprehensive, as opposed to a simplistic,
view is needed.

The first and most fundamental of four approaches
to properly mesh r and G values is via fractography.
This, if successful, allows both the actual G and the
location of fracture initiation to be determined. With
the latter the failure stress (if (r

.
) can be corrected

for stress gradients into the sample depth. (Correction
for off-centre) failures due to gradients along the
sample length, e.g. for three-point flexure, is a separate
operation from fractography). However, as noted
above, even with fractography there can be consider-
able uncertainty, hence the need for other approaches.
A second approach is statistical, to estimate the prob-
ability that G

.
or some G significantly more than

G
!

will be present in a high-stress region possibly to
cause failure as discussed earlier. While none of those
using G

.
have done so, Ting et al. [25] and especially

McNamee and Morrell [26] did provide some of this
information. A third approach is to utilize the
stress—volume and surface—area relations noted
earlier, i.e. use smaller specimens and stressed volumes
more likely to reflect less G variation, so G

!
is more

reasonable. A fourth approach is to use the known
r—G~1@2 behaviour as a guide. This and the other
approaches are best when done in combination with
one another, e.g. for specimens known to have a range

of G, the statistical fit of r with other data, especially
for more homogeneous grain structures, at the perti-
nent G values, can be used as a guide for the placement
of the data points (or their rejection) probably also
aided by fractography. Lack of such combinations
and comparison has been a serious shortcoming of
many earlier studies, including those using G

.
.

Application of the above approaches, especially
fractography, is illustrated in addressing two issues.
First is the question of whether there is a reasonable
probability of finding large grain origins that are dis-
tinctly internal instead of at the tensile surface in
flexure, and hence increasing the probability of larger
inconsistencies between r

.
and G

.
. This is, of course,

fairly frequent in true tension, and has been shown in
Al

2
O

3
(from large grains with a pore) [21]. However,

while dependent on specimen parameters, it is also
true in flexure, e.g. in this study in both Al

2
O

3
and

B
4
C (Fig. 11, where the centre of the large grain was

&500 lm in from the tensile surface).
Second, consider implications of this work regard-

ing the applicability of crack bridging and resultant
R-curve effects on strength—grain-size behaviour, es-
pecially of Al

2
O

3
, because a model of similar

strength—grain-size form as shown here, but instead
based on bridging-wake effects from thermal expan-
sion anisotropy (TEA), was proposed for Al

2
O

3
by

Chantikul et al. [98]. Because these implications are
important, but are not the primary focus of this paper,
and are addressed in part elsewhere [15, 95, 99, 100],
they are only summarized here. Thus, questions re-
garding applicability of bridging based on observa-
tions of large, arrested cracks, previously propagated
at low, unmeasured velocities to cracks controlling
strength that are one to three orders of magnitude
smaller, accelerate continuously to failure, primarily
into the bulk of the material rather than along a free
surface, as well as the critical need for fractographic
studies have been previously raised [99]. Apparent
contradictions between the slopes of the grain-size
dependence, especially of the finer grain branch, were
noted earlier, and are treated in more detail elsewhere
[15, 100]. Great uncertainty in the validity of the
proposed TEA-based model due to the similarity of
r—G~1@2 behaviour of both non-cubic and cubic ma-
terials (the latter without TEA), as shown in earlier
studies [3, 5, 7], is further shown in this work, as well
as in evaluation of scaling of these r—G~1@2 trends for
different materials at 22 °C and the effects of temper-
ature [95]. The r—G~1@2 data of Chantikul et al. also
raises questions by its agreement with other alumina
data, such as in this paper, because their data were
obtained by biaxial flexure in contrast to uniaxial
flexure for the other data. Thus, because biaxial stres-
ses would appear to reduce frictional effects contribu-
ting to bridging effects, why do biaxial and uniaxial
stress data agree so well if bridging is a major factor in
strength?

Similarly, the greater frequency of bridging due to
heterogeneously distributed larger grains has been
previously noted [14]. However, the previously raised
corollary issue of what spatial distribution of such
grains is necessary for them to inhibit failure by

making crack extension more difficult, versus fracture
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simply avoiding them if they toughen materials, has
been previously raised [99]. This is pertinent because
brittle fracture is a weak, not strong, link phenom-
enon, i.e. failure will involve regions of greater tough-
ness only if they are sufficiently numerous that a fail-
ure crack cannot avoid them by propagating through
regions of less toughness, especially at lower crack
velocities during the failure process. However, this
(and much other work, e.g. [3, 5, 7]) shows heterogen-
eously distributed larger grains act as fracture origins
rather than being impediments to crack propagation
from other origins. More recently, Kovar and Readey
[101] have reported lower strengths in unindented
versus indented alumina samples with larger and het-
erogeneously distributed grains, despite the smaller
cracks in the unindented samples. They proposed
a possible explanation based on R-curve effects, but did
not consider the simpler possibility that larger, arbitrar-
ily introduced cracks (from indents) may experience
more R-curve effects, while smaller, natural flaws would
experience less or none. (Note that their unindented
strengths also agree with the data of this paper.) They
originally neglected fractography, but subsequently
showed that the unindented fracture origins were larger
grains [102] as shown in this and several earlier papers
[3, 5, 7]. However, other issues remain, e.g. of reduced
opportunities for bridging with fracture initiation from
large grains shown here, due to their size and common
transgranular fracture (e.g. Figs 4c, d, e, 8—12) or frac-
ture along flat boundary facets, especially of platy
grains (e.g. Fig. 4a, b and f ) when bridging is highly
favoured by irregular intergranular fracture [98]. Sim-
ilarly, fractures from, or involving, voids (e.g. Fig. 4d
and e, and others with much larger pores) raise ques-
tions, because pores present no material for wake ef-
fects until the fracture propagates into the surrounding
solid material [99]. Thus, while bridging is a clearly
established and important larger crack phenomena, its
applicability to smaller cracks, such as those typically
controlling strengths, appears limited, but clearly re-
quires much more specific evaluation, with r—G~1@2

and fractographic evaluations as in this study being
important components.

4. Conclusion
The inter-related issues of whether an average or
larger, especially maximum, G should be used for
r—G~1@2 studies, and resultant finer and larger
G branch slopes have been considered at moderate
temperatures, mainly 22 °C. This further reinforces the
applicability and concepts of the basic r—G~1@2 flaw-
failure model; i.e. finer G branches where C'G, and
a larger G branch where (the initial) C(G. The as-
sumption by some investigators that the slope of the
larger G branch is equal to the polycrystalline K

IC
, is

not confirmed. Instead, evaluation of experimental
data supports theoretical arguments that this slope
will be less than the polycrystalline K

IC
. Arguments

are also presented to show that this slope must ulti-
mately reverse sign to complete the transition to
single-crystal strengths for flaw (but not slip) initiated

failure. Extensive data, as well as theoretical argu-
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ments show the slope of finer G branches is generally
positive, often substantially so; contrary to the assump-
tions of some investigators that this slope is intrinsically
zero. However, such slopes may vary with processing,
including being zero or negative, and may decrease as
G decreases, especially at very fine G. While r—G be-
haviour can be complex, proper evaluation can limit
variations, and is essential for proper understanding of
mechanical behaviour and greater material reliability.

With regard to the issue of which G to use, arbitrary
use of G

.
is inappropriate. Considerable data show

separation with regard to material type. Materials not
commonly showing exaggerated grain grown (mainly
cubic materials such as MgO, Y

2
O

3
, ZrO

2
, and

MgAl
2
O

4
) show G

!
, not G

.
, is appropriate. Materials

with exaggerated grains (mainly materials with non-
cubic structures or phases, such as Al

2
O

3
, b-Al

2
O

3
,

Si
3
N

4
, B

4
C and SiC) show some use of larger G values

is appropriate, but with complications and limitations.
First, the presence of large exaggerated grains is no
assurance they will be the source of failure. Though
previously not sought, a few clear cases of such large
grains not causing failure were shown. How common
these are, whether they are material-dependent (e.g.
possibly reflecting relief of TEA stresses in B

4
C), and

the possible role of EA, are not known. Further, fail-
ure initiation involving a larger grain is only justified
being plotted versus its G value if it dominated failure,
i.e. contained the final C, and hence is pertinent to the
larger G branch. Larger G origins often violate this.
Further, many large G origins are from clusters of
larger grains or an association of individual or clus-
tered grains with pores. Many such origins are not
fully representative of the basic r—G behaviour and
may need to be rejected (e.g. as also often indicated by
their lower r). Further, even where such larger G fail-
ures fit the larger G branch criteria, there are reasons
(e.g. due to TEA effects) why they may not fully reflect
the same behaviour as bodies of uniform G of the same
size. Thus, more testing of large G bodies is needed.
Finally, at quite large G (where there are very limited
data), G

.
may not be pertinent when the size of typical

grains is 'C (final). Thus a larger, possibly max-
imum, G value is pertinent to such materials mainly at
intermediate and some larger Gs.

The above issue of G values also raises issues of
G measurement, other characterization, and their co-
ordination with r values. The use of G

.
is basically

inconsistent with use of the outer fibre stress in flexure
(e.g. as used by all investigators using G

.
) because

G
.

implies possible failure from regions other than at
r
.
. Determining the extent of the possible error in

using r
.

with G
.

and correction for this can only be
done by fractography. Statistical evaluations of the
frequency of larger grains (as well as their association
with one another and pores) may help, as will the use
of smaller test specimens (i.e. to minimize occurrences
of such atypical failure), especially where fractography
is not practical or effective.

Better measurement and characterization is also
important for more accurate analysis of G dependence
of r (and other physical properties). Measurement

of the average G diameter on fracture surfaces is



recommended over the common linear intercept
method because this allows: (1) statistical weighting of
the G value to reflect better the G distribution, and (2)
rational comparison of average and other individual G,
e.g. G

.
, values. For flaw-initiated fracture, it is recom-

mended that the average grain diameter, weight based
on grain area, as measured on fracture surfaces (prefer-
ably in the origin areas), be used. For tabular or other
elongated or irregular grains, the use of the diameter of
equiaxed grains of equivalent area on the fracture surface
is recommended. However, documentation of grain-
shape characteristics (especially length and aspect ratio)
for large grain origins may be important for evaluation
of possible EA effects. Finally, the issue of grain orienta-
tion and its effects, especially in smaller rods extruded
from non-equiaxed particles, needs more attention.

Appendix
Strength values are corrected for porosity based on
the exponential relationship

r"r
0
e~bP (A1)

where r is the strength at volume fraction porosity, P,
the subscript zero referring to r at P"0, and b is
a coefficient related to the porosity character. Most
b values were those of the original authors or were
obtained from their data. Otherwise, b values were
estimated as per recent studies [96, 97]. For pores
between approximately spherical particles, b ranges
from 6 for cubic or approximately random stacking, to
9 for very dense stacking of the particles. For approx-
imately spherical pores, i.e. as is commonly character-
istic of intragranular porosity, b is typically 2—3. Be-
cause there is typically a mix of the two types of porosity,
but intragranular porosity typically increases as G in-
creases, the b value of up to 8 has been used at fine G and
moderate P, with b decreasing to 4 as G increases due to
increasing intragranular (approximately spherical) pores.
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